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Abstrakt 

Tato bakalářská práce se zabývá vyšším vzděláním v kontextu hospodářského 

růstu. Cílem této práce je nalézt a kriticky zhodnotit vzájemnou spojitost vyššího 

vzdělání a regionálního rozvoje. V teoretické části se zabývám rozebráním pojmu 

vzdělání a jeho vlivů na regionální ekonomii. Tento vliv je zkoumán i v kontextu úbytku 

pracovních míst v průmyslu. V praktické části provádím regresní analýzu za pomocí 

panelových dat, konkrétně Pooled OLS, Fixed effects a Random effects modelů s cílem 

změřit korelaci mezi vzděláním, HDP, disponibilním příjmem, průměrnou teplotou, 

variačním koeficientem průměrné měsíční teploty a hustotou obyvatelstva. Mimo 

regresní analýzu zkoumám i návratnost vzdělání pro jednotlivce na základě porovnání 

ceny školného a průměrných budoucích výdělků. 
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Abstract 

This bachelor’s thesis analyses higher education in the context of economic growth. 

The aim is to identify and evaluate the connection between higher education and 

regional development. In the theoretical part, I analyse what education is and what it 

affects. Specifically, I am studying its’ effects on the regional economy and on the 

decline of manufacturing jobs. In the practical part, I am using panel data models, 

specifically the Pooled OLS, the Fixed effects and the Random effects regression models 

to quantify the correlation between education, GDP, disposable income, average 

temperature, variable coefficient of the average temperature and density of population. 

Besides this, I am examining the return of education comparing costs of education and 

future average earnings. 
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Introduction 

The main purpose of this bachelor thesis is to examine and verify the theory 

describing that population with higher education in the region has a positive impact on 

its economy. The topicality and time relevance of this bachelor thesis is undeniable 

because manufacturing production is not the main engine of economic growth 

anymore. The population is more educated, and it is capable of inventing new 

technologies much faster than ever before. It is even possible today to substitute the 

workers in manufactures with new high-tech machines with higher profitability as a 

result. This fact, that education is an important factor for economic growth is going to 

be discussed in the following pages. The data relevant for this topic found in the 

literature shows that the decline in manufacturing jobs is enormous over the last 

decades and the divergence between the regions is growing. The main reason is 

globalization, i.e., big companies are outsourcing their production overseas, where the 

labour market is cheaper. Fortunately, there are more new jobs created instead of the 

ones that are disappearing. These new jobs are in the tertiary sector and specifically, I 

will be targeting new jobs in the innovation sector, especially well-paid jobs in high-

tech firms. Nowadays, the innovation sector has become the true engine of economic 

growth. The key to its growth is the human capital which determines also the growth 

of all the regional economy itself. Because human capital is constructed mainly of 

education my goal is to identify which effects are brought to the economy by the higher 

education and also what are the side effects. The purpose is to examine the situation 

namely in the regions of the European Union. But due to the different quality of data, 

different data collection across the Europe and interests of most authors on this topic, 

my theoretical part is mostly using and focusing on the research and literature from 

the United States. The United States has many advantages when talking about the 

quality of data used for this kind of literature research. Most of the relevant literature 

on this topic was published there. All of the American states are connected together in 

one federation much longer and much more stable in comparison with the states of 

European Union, therefore we can better understand the regionals disparities caused 

by educational level of inhabitants in regions of US than in the European Union. 

Nevertheless, I believe that the lack of research in the European Union makes this 



 

11 

 

bachelor thesis more interesting and relevant because it is at least partially filling this 

gap. 

The theoretical part of this thesis is about literature research and focuses on current 

knowledge about the impact of education on economic growth. Firstly, the importance 

of human capital and how it influences productivity is explained. Then, the meaning of 

education as the most important part of human capital is described and what it means 

for population wealth. The emphasis is on education and thus the position and 

perception of the importance of education in history since Adam Smith is described 

there. Also, I will introduce two main models of the educational systems that could be 

found across the world as an important determinant of quality and costs of education. 

Then, it is discussed the decline of manufacturing jobs with a closer look at Detroit as 

an icon of this decline. Specifically, the reasons for this happening and the 

consequences of job loss is discussed. The theoretical part is closed with the section 

devoted to the topic of local employment multiplier.  

The practical part consists of two main parts devoted to regression analysis and 

return of education for individuals. For this purpose, it was needed to gather a 

relatively large amount of data mainly collected from Eurostat and OECD databases. 

Firstly, I am examining the correlation of education with the variables such as the 

income of households and GDP per capita which should represent the regional 

development and also with other non-economic variables like the density of 

population, average temperature or standard deviation of average monthly 

temperature. These non-economic variables are examined because I suppose them to 

correlate with education and economic variables representing economic growth. All 

the data were collected on the level of NUTS II regions for the time period from 2007 

to 2017 as there is the best possible quality of data. Even this section is divided into 

two parts: first examined the relationship between education and disposable income 

and the second examines the relationship between educational and GDP. To examine 

those relationships, I used regression analysis of time series run on three different 

models: Pooled OLS, Fixed effects and Random effects. The second part of the practical 

part is studying the return of education comparing the costs of education and average 

future earnings using mainly OECD statistics and simple linear regression.  
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1 Theoretical part 

On the following pages of the theoretical part of my bachelor’s thesis, I will sum up 

all the literature research I have done with the aim to verify that education has a 

positive effect on economic development. The purpose of this part is to get at least a 

basic understanding of given problematic and through that to establish some basis for 

the ongoing practical part. After reading the theoretical part, the reader should have a 

brief knowledge about what is human capital, what it is consist of and how and through 

which channels it affects both, directly and indirectly, economic growth.  

1.1 Human capital 

The definition of human capital according to OECD is: “The knowledge, skills, 

competencies and attributes embodied in individuals that facilitate the creation of 

personal, social and economic well-being” (OECD, 2001). According to this definition, 

human capital is a measure of skills of individuals that consist of factors like education, 

work experience, communication skills, intelligence, personal habits, creativity etc. We 

can acquire most of these factors from schooling, work, training courses or just by 

living and gaining experience. Together, the set of these factors gives us human capital 

that determines the productivity and earning potential of individuals. 

As time goes and the engine of all advanced economies has changed from 

manufacturing to innovations, the human capital is becoming still more and more 

important for economic growth. Factors like education, schooling, science, technology, 

knowledge and training have become the most valuable to achieve the development of 

the country (Salgür, 2013). The higher level of human capital means that workers can 

learn faster, they are more responsible, able to adapt to different situations, handle 

more difficult and complicated tasks and is much easier for them to learn how to use 

new technologies. Despite the fact that human capital is intangible and can’t be 

precisely measured, it is a priceless attribute of each human being, which contributes 

to economic growth. In other words, human capital is required to gain a higher level of 

labour productivity. 
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However, the increase in human capital bids costs. To increase the mentioned 

factors, we must take into consideration the costs of both time and financial nature. 

Usually, we get our starting skillset through schooling and after compulsory school 

attendance. Thus, it solely depends on our diligence, conscientiousness and 

determination, how we develop the skillset furthermore. The question that rises from 

the government point of view, is whether it pays off to have free public universities and 

how much to invest through them into the education of future workers. One of the 

indicators that the education is the important factor of economic growth is that 

developed countries with high economic growth have generally higher standards of 

schooling strategies leading to better human capital (Hanushek, 2013).  

The firms similarly must deal with similar issues to have a functional structure with 

valuable and productive employees. For example, the training of employees is relevant 

for their contribution to the firm. However, the training can be expensive, time-

demanding, and also the profit of the employees decreases during the ongoing training 

courses, i.e., they become non-productive during training. Therefore, the companies 

have to calculate the return of that investment in employees the same way just as if the 

company wants to buy new machines for its factory. Last but not least, a point of view 

of the people have to be considered. Depending on goals every person wants to 

accomplish, it is crucial for everyone to decide whether to invest into education, 

training or language courses, which university to choose and most importantly, which 

field of study they want to pursue. This issue was studied, and it is discussed 

thoroughly further in this thesis in the chapter Return of Education later on. 
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1.1.1 Influence of human capital on productivity 

It is known, that human capital influences productivity and there have been many 

theories described in the literature. For example, as a suitable representative of this 

relation between output and human capital we could use neoclassical production 

formula: 

𝑄 = 𝐹(𝐾; 𝐿) 

Where: 

o Q stands for products. 

o L stands for labour (we could also perceive as human capital). 

o K stands for capital. 

If we want to describe this topic more complex, we could look at the Cobb-Douglas 

production function, which takes the neoclassical production function above and 

includes also the effect of technology. The formula itself looks like this: 

𝑄 = 𝐴𝐿∝𝐾(1−𝛼) 

Where: 

o Q stands for products. 

o L stands for labour (we could also perceive as human capital). 

o K stands for capital. 

o A is a positive constant that stands for total-factor productivity. 

o α is constant between 0 and 1 and stands for output elasticities of capital and 

labour.  

Constant A includes the positive effect of technology in the production function. 

This effect of technology can be also perceived as the output of human capital, e.g., 

when the firm wants to be innovative it needs to invest in highly educated or trained 

people, who are capable of developing new innovative improvements of the company 

interests such as new strategies of the firm, products, technologies, etc.  

The neoclassical model of production function has one important issue that it 

ignores human capital, which Paul Romer was pointing out. Therefore, he adjusted the 
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formula and Romer’s model of production function includes also the level of knowledge 

in the firm’s stock of capital (Romer, 1986). 

In the article Human Capital and Regional Development (Gennaioli et al., 2013) 

where authors investigate the determinants of regional economic growth, the model 

describing how and through which channels does human capital influences 

productivity is presented. This model combines three features: 

1. The human capital of workers X human capital of entrepreneurs  

The first feature describes the difference between the human capital of workers, 

which enters as an input to neoclassical production function and human capital of 

managers or entrepreneurs. The human capital of entrepreneurs influences 

productivity independently on the firm-level. Also, the big difference is that investment 

into entrepreneurial human capital often returns as profit rather than wages. 

2. Externalities of human capital 

The second feature describes human capital externalities. It generally claims, that 

people in a given location are learning from each other, while they are spontaneously 

interacting mutually. This means the knowledge is transmitted, broadened and 

multiplied across the people without being paid for. That is one of the reasons, why 

companies today settle near to other companies with the same industrial interests, 

even though the rivalry between them can make more difficult becoming successful on 

the given market, especially when the new company settles down next to the global 

market leader. These externalities enable existing of regions like Silicon Valley, but it 

is incredibly expensive for both firms and workers. Firms have to pay for competent, 

well-educated people and estates, yet it still pays off to them. That is not only for the 

reason mentioned above but also because of the huge labour market, which arises in 

these locations. Hence, it is much easier for companies to find top-talented workers. It 

is not only beneficial for firms but also to workers to move to a location with a higher 

share of educated people as there are externalities on a social level that contribute to 

local economic growth. For example, there is less crime and racism in these regions 

(Hjalmarsson and Lochner, 2012) and other factors such as habits of people in the 

given region or patience, way of thinking, etc (Goleman, 1995).   
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3. Mobility of workers and firms 

The last feature in our model, that also needs to be considered as it has become 

more prevalent than in the past, is the mobility of firms and workers across regions. In 

the previous point was mentioned, that the shift of workers and firms to the location, 

with a bigger density of the given industry, is advantageous not only for workers but 

also for the companies. However, that is not applicable for all of them and therefore 

many firms moved overseas driven by the cheaper labour market and estate market. 

Even though the transport costs are higher, it is still insignificant fact compared to 

savings from labour and estate costs.  

1.2 Education 

Education is the process of learning, especially through the school system or it could 

be also perceived as knowledge gained from other sources such as training or 

experience. Education is the most important factor that impacts the quality of human 

capital. It improves the way people live their lives, makes the decisions, how they 

interact with each other and also change the overall perception of the world. In other 

words, education helps with creating more individual people with better behaviour 

and habits, which leads to an improvement in the quality of family life and the 

neighbourhood environment. This is caused by educational externalities. It is known 

that education has many externalities. There is, for example, less crime in the regions 

with a higher share of educated people (Lochner and Moretti, 2003), more social 

equity, a stronger sense of nationhood, reduced risks from infectious diseases and so 

on (Mingat and Tan, 2012). 

To be able to work with education as a measurable factor, we need in the first place 

to define which type of education will be examined, as there are many types of 

education. However, not all of them are trackable or measurable. For economic growth, 

all types of education like schooling, training and other gained knowledge are very 

important factors. Fortunately, only data of the measurable type of education, which 

are as well statistically tracked, were needed for further research in the practical part 

of this bachelor’s thesis. Specifically, the practical part is using the Eurostat database, 

where shares of the population for each level of school education is tracked.  
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According to Selami Ahmet Salgür PhD, there are three main groups into which the 

perception of education or human capital can be separated (Salgür, 2013).  

1. Education is considered as a separate component of the production process. 

Specifically, education is perceived as an input of production function. Which is 

something that we mentioned above in the chapter Influence of human capital on 

productivity.  

2. Educations acquired through practice.  

Simply, education is also perceived as some kind of skill that is acquired by 

mastering some action. It is expected that a worker with 10 years of practice should be 

more skilled than a worker with just a year of practice. We can also call it as “learning 

by doing”. 

3. Cooperation of human capital, economic conditions and technology.  

Especially, the third group is very important for us. It just says that educated 

workers have an advantage in implementing and using technologies. And more 

importantly, education is needed input for developing new technologies. 

1.2.1 Position of education in history 

The idea of education affecting economic growth is relatively new. People started 

to explore the importance of human capital and specifically education just before the 

turn of the millennium as the human capital has become a more important factor than 

physical capital. There are still plenty of effects and links of education that needs to be 

discovered as it is such a young field. On the other hand, the importance of education 

in economic growth has been known much earlier.  

The first economist who somehow came up with the basic ideas of influencing 

economic growth through human capital was no one else than Adam Smith in his well-

known work Wealth of Nations (Smith, 2000) from 1776. It means 200 years before 

the human capital has become such an essential element for all the advanced 

economies and before someone really formalized this theory. In his book, Adam Smith 

describes the differences between investing in human capital and physical capital. 

Specifically, he describes education and training as determinants of individual 
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productivity and therefore also the wages of the workers. And implicitly, through 

aggregation are education and training also determinants of the wealth of nations 

(Demeulemeester and Diebolt, 2011). 

Besides Adam Smith, just a few years after publishing Wealth of Nations at the 

beginning of the 19th century the Prussia had been dealing with reform of the 

educational system because of the defeat in 1807. Prussia blamed economic 

backwardness for their defeat in Napoleonic wars and therefore they aimed to 

modernize its economy through better educational system as they stressed the 

importance of human capital. They hoped to be able to assimilate new technologies 

(Gispen, 2002). It is interesting that 200 years ago, in such an industrial era the 

education had been related to economic growth on the state level and within its 

bureaucrats, Prussia started the reform of the educational system. In the lead of this 

reform was Wilhelm von Humboldt who changed dramatically whole Prussia’s 

educational system and developed new teaching methods with new study plans and 

new fields of study. As a result, Prussia had become the leader in primary schooling in 

1816 (Peter H. Lindert, 2006). 

Another one who later dealt with human capital as a factor of production on some 

deeper level has been Robert Solow. In 1956 he introduced the today well-known neo-

classical model of economic growth, a model with an accumulation of production 

factors. Only one year after in 1957 Robert Solow added an empirical methodology to 

his model that convinced other economists that conventionally measured factors are a 

reason for only a small part of growth progress (Solow, 1957). The rest of the progress 

is interpreted as exogenous technological progress, education etc. This breakthrough 

plays a key role in the evolution of economic thought concerning education and other 

exogenous factors as determinants of growth (Demeulemeester and Diebolt, 2011).   

The effects of education itself on economics growth were not considered in the 

economic theories until the 1980s. In 1983 Findlay and Kierzkowski and Paul Romer 

in 1986 introduced the effect of human capital in terms of endogenous skills in 

economic development (Findlay and Kierzkowski, 1983; Romer, 1986). But they still 

did not describe how exactly education affects economic growth and till today there is 

not a simple answer to that question. 
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1.2.2 Educational systems 

To understand the outcomes of education, it is important to know the cross-

national differences in higher education systems. Return of education, which will be 

further discussed in the practical part, depends on factors like financial resources, 

management, performance and also on government funding and control.  

The easiest way to separate systems of education is to divide them into two groups: 

private and state schools. This thesis is mainly focused on higher education, therefore 

the differences between educational systems will be discussed primarily for colleges. 

The biggest difference, that arises between private and public colleges, is the way of 

their funding. State schools are funded by the government as is commonly known, but 

they are also funded by tuition fees, but usually in reduced form. This funding system 

can be for example found in the United States, the situation in Europe is slightly 

different. The European system of higher education is mostly based on government 

funding and that is the reason why also top-tier universities are accessible for students 

without getting in debt. But of course, not in every European state is the higher 

education system the same. It also depends on whether you are a European citizen or 

not. Looking at average tuition fees in Europe the cost of bachelor’s degree for 

European citizen is about 4.500 EUR per year (and 8.600 EUR for non-European 

citizen) which is still much less than tuition fees of US’s universities. The average 

tuition fees for master’s degrees is slightly higher than for the bachelor’s studies. It’s 

5.000 EUR per year for European citizen and 10.170 for outside students (Studyportals 

B.V., 2019).  

Of course, funding and costs of studying are not only factors that affect our decisions 

about which school choose. Another important difference between state and private 

colleges is usually the size of the college, meaning the buildings, number of students or 

size of classes. Private universities tend to be smaller and also have smaller classes than 

state universities. In the smaller class, it is much easier to interact with the professor, 

which is the premise of a better outcome from studying and is usually preferred by 

students. On the other hand, private schools cannot often offer you that many 

opportunities as public ones because of their size. Also, the fields of study are much 

more limited compared to which you can study at state university (Peterson’s, 2017). 
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However, the top 10 universities in 2018 according to the Academic Ranking of World 

Universities 2018 (shanghairanking.com, 2018) are mostly private.  

To summarize this chapter, the two key differences between private and public 

schools were mentioned. The educational system in the US and Europe was briefly 

compared. Which bring us to the fact, that it really depends on whether you study 

private or state school and also whether you study in Europe or in the US.  
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1.3 The decline of manufacturing jobs 

The fact that manufacturing is no longer the engine of economic growth and 

prosperity is shown by the gradual decline in manufacturing jobs. This is because the 

labour market has undergone and is still undergoing transformation and companies in 

advanced economies today are not looking primarily for "just" machine operators, but 

rather for highly skilled and highly educated workers. These educated workers are 

required by successful firms all over the world more than ever before, as they are trying 

to innovate as much as possible. Automatization and also outsourcing to other low-cost 

counties are destroying low-skill manufacturing jobs in advanced economies. On one 

hand, it is creating plenty of new jobs and on the other, these new jobs still often require 

high specialization and education, which is not easy nor cheap to get. For a better 

understanding of the development of manufacturing jobs see Figure 1 made by  

International Monetary Fund, which is showing the progress of share of jobs in 

aggregate manufacturing since 1970 to 2015 (IMFBlog, 2018).  

 

Figure 1: Overall decline of manufacturing jobs (source: IMFBlog, 2018) 

As we can see, nowadays there are half of the jobs in manufacturing than it was in 

the 1970s in advanced economies. This decline still continues and did not stop until 

today. The time period from the 1970s to today is long enough to prove, that it is not 

just a short-term phenomenon such as a recession of manufacturing. 

Quite interesting is the situation in the emerging markets where we could suggest 

a rise in manufacturing jobs. However, the situation there is different and the number 
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of jobs in manufacturing is keeping its level. According to the IMF, the workers are 

shifting from agriculture to services, bypassing the manufacturing sector (IMFBlog, 

2018). Therefore, we do not register the same waning of manufacturing jobs as in the 

case of advanced economies. These jobs have never been there. 

To deepen understanding of the outcome seen in Figure 1, there is another figure 

showing the same decline but from a different point of view. Figure 2: Change of collar 

(source: The Economist, 2005) created by The Economist is based on the data from 

OECD and is showing us that the decline is happening across all advanced economies 

all over the world. The name of the figure comes from change of collar from blue-collar 

(manufacturing and other manual labour) to while collar (office employment). It 

derives from traditional attire workers in the United States wore, even though it 

doesn’t apply so much anymore. In this figure, we can see the change in the number of 

employees in manufacturing as a share of total employment in a few selected advanced 

economies across the world. Countries like the United States or Great Britain, where 

the drop has been the sharpest, are now on less than half of the share of manufacturing 

employees they had in 1970. Another country with the loss of almost half of the 

employees in manufacturing is Germany. The Economist’s outcome is more than less 

the same as the outcome of the IMF in Figure 1. 

 

Figure 2: Change of collar (source: The Economist, 2005) 

  



 

23 

 

1.3.1 Consequences of the decline in manufacturing jobs 

To understand deeper the problematic of job losses in manufacturing, let’s take an 

example of the United States as one of the advanced economies where the decline was 

really strong, and some cities are dealing with the consequences till these days.  

In 1978 there were 225,4 million inhabitants in the US, nowadays it is 328,6 million 

inhabitants (Woldometers, 2019). The population is now much larger than it was in 

1978. But, even over the fact that there is that much larger labour market, there are 

just half as many jobs in manufacturing as in its peak in the late 70s. According to 

Enrico Moretti since 1985 the United States has lost an average of 372,000 

manufacturing jobs every year (Moretti, 2012).  

As mentioned above, the effect of a decline in manufacturing jobs is more than 

evident. As an example, we can look at American cities like Detroit, Cleveland, New 

Orleans and many others. These cities, the former big manufacturing centres of 

America are now struggling with a shrinking population. The most appropriate 

example is Detroit because it is a former icon of the US automotive industry and it is 

experiencing one of the worst population declines.  

Detroit is a former automotive centre of the world and is also known as “Motor City” 

or “Motown”. In Figure 3: Population of Detroit from 1820 to 2015  

(source: worldpopulationreview.com, 2019), we can see that the population of Detroit 

is now on the same level as one hundred years ago and it is declining for more than 60 

years in a row. The shape of the curve in Figure 3 looks just astonishing, it shows us 

how an enormous population boom Detroit experienced and how quickly is its 

population disappearing. We can see that there was there is no calm and gradual 

progress after the 1900s at all. In its peak in 1950, Detroit had around 1,850,000 

residents and just two years ago in 2017, it had only 673,000 people living there. It has 

been an enormous drop down in population and it still continues to decrease. 

According to most actual data, Detroit dropped in population between the 2000 and 

2010 censuses by around 25 per cent. Other cities similar to Detroit are Cleveland that 

lost 17 per cent of its inhabitants or Cincinnati with loss of 10 per cent. Just behind 

them are Pittsburgh, Toledo and St. Louis which all lost 8 per cent of its population 

(Moretti, 2012).  
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Figure 3: Population of Detroit from 1820 to 2015  

(source: worldpopulationreview.com, 2019) 

 The reason for this huge drop is because most of the people have shifted from 

manufacturing to services. Nowadays, 80 % of all workforce in the United States works 

in services according to the journal The Economist. Although this number looks 

impressive, it won't look so when we realize that in the service sector have already 

been plenty of workers before. More than that, the United States and Great Britain 

already have had more workforce in services that in manufacturing since the early 

1900s. On the other side stands manufacturing, where at its peak never worked more 

than one-third of America’s workforce (The Economist, 2005). 

Together with the decline of manufacturing jobs, also manufacturing output had 

fallen, measured as a proportion of GDP. In 1970, the manufacturing output was 26 % 

of GDP, in 2005 it has dropped down to just half, specifically to 13 %. The reason is 

growing productivity in manufacturing, because of what the prices of goods dropped 

and implicitly lowered the manufacturing output. Speaking of productivity in 

manufacturing, the interesting contrast is the United States with China in 2005 when 

there was a big difference in their productivity level. China had that time six-times 

more employees in manufacturing than the US, but the United States still had a bigger 
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output. Which is remarkable in view of the fact that the US had much bigger 

productivity manufacturing even with declining manufacturing jobs, proving that 

bigger labour does not need to mean bigger GDP (The Economist, 2005).  

Deindustrialization is happening also in the EU (Eurostat, 2017). But we know that 

some counties like Germany or Italy are protecting their manufacturing industry with 

the help of laws. But they do not realize, that this decline in manufacturing jobs does 

not have to necessarily mean a bad thing. The unemployment rates in most developed 

economies have not increased during the past decades which means that most of the 

laid-off factory workers have found new jobs as they are not needed anymore in the 

sector of manufacturing. This is not the first time in history that this is happening, 

pointing out the Industrial Revolution when people start leaving agriculture because 

of growing productivity gains from technologies like a tractor with plough, belt 

production and others.  

As mentioned before, Detroit is well-known as a world-class icon of manufacturing 

in America. Therefore, I believe it is really important to understand what happened 

with Detroit and what it links to education. Despite its decline it is still 23rd most 

populous city in the US, which made Detroit one of the most important cities for the 

economy of the US (Bureau, 2019). Just to become aware of how much Detroit fell in 

ranks over the years there is a simple assumption: If Detroit would have today the same 

number of residents as in its top it wound placed as the 5th biggest city in the US.  

If we look 70 years back, Detroit was, as the Edward Glaeser described in a podcast 

for EconTalk in 2013, among the most productive places on the planet. There were 

many entrepreneurs that were trying to construct solid automobiles in the most cost-

effective ways. Detroit was the brain-hub where many small firms and entrepreneurs 

were collaborating on a local level to bring innovations to their sector. That was the 

factor that has run the local economy and well-educated labour were a crucial factor.  

The gamechanger has become vertically integrated factories. Till that time all those 

entrepreneurs were constructing cars on the top-technological level with the aim of 

the quality of the final product. The difference is that factories are great for short-run 

productivity and do not need that much-educated workforce. But they are not that 

great for the urban area generally as they squeezed out all other sources and tried to 
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be extremely productive for all costs. They moved the factories to the suburban area 

and then to another more low-costs area with aiming at cost-saving. The factories did 

not need the city and it’s educated labour market anymore. Small companies, on the 

other hand, had been trying to be innovative as they didn’t have that advantage in the 

form of range revenues. They also needed that interaction with other entrepreneurs to 

develop and that is generally how the regional economy is growing (“Glaeser on Cities”, 

2013), without that it could hardly work. We can compare Detroit’s situation to that of 

today’s Silicon Valley. Silicon Valley would turn out the same as Detroit if 

entrepreneurs in there stopped producing innovations. Nowadays, there are a lot of 

high-end technologies that others are still trying to adopt, but it takes some time. And 

as that happens another innovation will come along. This is kind of race that keeps 

these “brain hubs” on the top. Detroit was used to be the same, but when the big 

factories came everything changed. They aimed to low-costs and process effectivity, 

but the innovations stopped.  And when new locations with lower costs appeared the 

end of Detroit started. 

1.3.2 Reasons and consequences of job losses in manufacturing 

There are many views on what is causing job losses in manufacturing. To generalize 

these opinions, the two most prevailing reasons why the loss is happening will be 

discussed and they are applicable for most advanced economies. 

The first reason is the decline in demand for consumer physical goods compared to 

the demand for intangible goods. People are also becoming wealthier as their income 

is growing due to economies become richer and more advanced. So, they can afford to 

spend more money on all kinds of goods and services and implicitly, their consumption 

increases. But they mostly consume local services rather than goods. They maybe buy 

a new car or a fridge, but when they already have all physical goods, they turn their 

attention and money to the services like health, education, holidays etc. (Moretti, 

2012). Of course, this does not explain such a mass job loss together with a decreasing 

of manufacturing gross output in the US, but the behavioural point of view also plays 

an important role.  

The second prevailing and more important view is the growing productivity of 

factory workers. Increasement of productivity has been caused mainly by 
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automatization and generally by better technology. Productivity grows faster and 

faster due to better technologies and on the top of that, it is much easier to automate 

manufacturing than services. So, when we go back to Figure 2: Change of collar (source: 

The Economist, 2005), we can see that such a restructuralization as Great Britain or 

United states went through, could be just result of growing economic strength. Yes, it 

caused that many people must shift from factories to services, but they moved in more 

productive areas and the unemployment rates have not significantly changed.  

Although the manufacturing job loss is still happening and the output of the 

manufacturing sector measured as a share of national GDP of the US is declining, the 

real manufacturing output of the US is keeping up with the rest of the economy 

(Houseman, 2018). It means that growing productivity is a substitute for human capital 

and allows the sector to even grow while the workforce is shrinking. The fact that 

manufacturing in advanced economies is able to grow while losing jobs shows us that 

the manufacturing sector itself is still strong, just don’t need that big labour market.  

Today, people shift from manufacture to service sector, but the same has been 

happening to agriculture. Through automatization, new technologies and productivity 

growth, these sectors are becoming so productive, that do not need as big labour force.  

But it also has its dark side. Concentrating on US employment market, among the 

main consequences of manufacturing job losses is that dislocated workers losses on 

average about 25-30 % of their immediate earnings and even 20% of long-term (15 – 

20 year) earnings compared to workers who did not lose their job. The decline of long-

term earnings is less but still significant. Also, these job losses may cause a shock for 

local economy depending on local labour market condition and how easily can be 

workers reemployed. In a weak labour market region workers suffer from much larger 

long-term earning losses. And not only them, but large shock can also devastate the 

local economy as in the example of Detroit which still not recovered from huge job 

losses (Houseman, 2019).  
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1.4 Local Employment Multiplier and Spillovers 

Above, the negative effected of job loss was mentioned, but only to the workers 

themselves. However, it’s not only workers, but Moretti also estimates, that each 

manufacturing job creates approximately 1.6 nonmanufacturing jobs such as doctors, 

lawyers, waiters etc. This multiplier effect is higher for a more skilled and educated 

worker and could be up to 2.5 additional nonmanufacturing jobs (Moretti, 2010). 

When losing jobs in manufacturing, these workplaces are also vanishing. This 

described effect is called local employment multiplier and the effect is stronger when 

the education of worker is higher.  

For better understanding, it is needed to describe further how the local multipliers 

work. Enrico Moretti is describing this effect in his paper Local Multipliers, where he 

claims that every new work-position that is created by the local economy is increasing 

the wages in the local economy and demand for local goods and services. And this 

positive effect is able to trigger creating new jobs in the non-tradable sector and only 

the non-tradable sector, the effect on the other part of the tradable sector has no 

significant effect. As I mention above the education is a very important factor for the 

strength of local multiplier’s effect. Also, the effect is different depending on the 

industry and Moretti is pointing out the high-tech industries to have the largest 

multiplier. However, we can generalize and point to most sectors that are human 

capital intensive. Once a new job appears, new money could be spent in the local 

economy, which means that a better-paid job could benefit its economy better. 

The local employment multiplier is closely related to the spillover effect. This not 

only means that a new job is able to create more jobs, but it also attracts jobs of this 

particular type. It mainly works speaking about the tradable sector of the economy 

when the market is beyond the local region. For example, the programmer can work 

from almost everywhere no matter where is his client and he doesn’t care about the 

borders of the region. But, on the other hand, there are jobs like a hairdresser who has 

just the local market and can not provide services to someone in a different region. 

Larger market is able to generate more revenues and benefits for its economy (Moretti, 

2004). That is the reason why do we have sectors-specific cities. In Detroit, it is the car 

industry and in Silicon Valley, it is the high-tech sector.   
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2 Practical part 

My research is aiming to find the most relevant methods that are proving that 

education has a positive effect on economic growth. Because there is a lack of studies 

in the European environment, I chose for this purpose to collect and examine the data 

on the regional level of NUTS II regions in the European Union. The reason for choosing 

NUTS II regions is that I did not find any better territorial divisions in which the data 

are collected in the same way and in the same quality across all the regions. Therefore, 

it is the best available method, how to get the most consistent results from known 

available data. 

2.1 The Data 

My goal was to create a dataset that could be used to examine selected variables 

using regression analysis. The first method  I used, was the regression analysis: a 

statistical method that seems to be the most applicable method for this study. It allows 

me to examine the relationship between many variables, such as education, disposable 

income, GDP per capita, the density of population, average temperature and standard 

deviation of temperature.  It was needed to pick variables that presumably correlate 

with education and represent economic growth.  I chose to examine the above-

mentioned variables: GDP per capita and income per capita as they should represent a 

wealth of region and its inhabitants. The density of population was chosen because of 

assumed positive correlation with all mentioned variables: education, GDP and income. 

Last variables average temperature and temperature variation coefficient was chosen 

to be examined as controlling variables.  

After the suitable variables were picked, I had to find an appropriate source of data. 

To cover most of the regions with useable data, Eurostat seemed to fit the best and 

became the main source of the dataset for my research. because Eurostat has the best 

quality of accessible data in the form matching my purpose and covering all the regions 

with yearly based data. I was able to collect most of the examined variables except the 

temperature-related data in Eurostat. There was a maximum effort to cover the longest 

time period as possible, but it was needed to cut many years from the created dataset, 
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because of too many missing data in some regions, which created big gaps in the 

resulting dataset. Also, instead of the number of observations, the number of regions 

surveyed is preferred for my study to get more qualitative data for relevant results 

because I still could not get significantly more years of data when cutting regions 

instead of years of observation.  In the end, all the data in the dataset are collected in 

the time period from 2007 to 2017 for 275 relevant regions of NUTS II level. This time 

period is providing the best possible compromise between the quality of data and 

number of observations as there are too many gaps to cover a longer time period and 

still have the relevant outcome.  

Only after considering all those factors named above, I was able to construct the 

dataset promising relevant results. But, to understand the results of a practical part, 

there is a need to describe furthermore how the data are collected and why they were 

chosen. The description of each chosen variable is (gradually) discussed in the 

following chapters.  

2.1.1 Educational attainment 

There are quite difficult questions on how to measure education and in which form 

to expose it to testing. The easiest way to find an answer to them has seemed the usage 

of the share of people with higher education in the population gathered by Eurostat. 

Specifically, this indicator measures tertiary educational attainment from the age 

group from 25 to 64 years old within NUTS II regions. 

Educational attainment is the crucial indicator for this research and because I am 

trying to quantify the relationship between education and all other indicators. This 

indicator was used in all analyses that made. The indicator is expressed as the 

percentage share of the population aged from 25 to 64 who have higher education, e.g. 

university or similar educational establishments with an appropriate level of 

education. This level of higher education also refers to ISCED (International Standard 

Classification of Education) where we examine level 5-8. These levels cover short-cycle 

tertiary education, bachelor's level of education, master's level of education and 

doctoral or equivalents to mentioned levels. Eurostat is using EU Labour Force Survey 

as a base for these data. This indicator is collected on an annual basis within the NUTS 

II regions (Eurostat, n.d.).  
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2.1.2 Gross domestic product per capita 

GDP (Gross domestic product) is the final result of the production activity of the 

given region and should be telling us how fast the economy of the region is growing. 

Hence, I am using this regional account as it seems to fit the best to examine whether 

education affects the regional economy. It does not necessarily describe the wealth of 

the region, but it is a good indicator of economic year-to-year growth. Especially, when 

we can cover a longer time period.  

For the purpose of my research, I am using GDP per capita at current market prices 

by NUTS II regions collected by Eurostat. I also tried to use GDP per capita converted 

to purchasing power standards (PPS), this method is similar and based on national 

purchasing power parities. Unfortunately, the results of its regression analysis were 

not that clear as the results, where current market prices (Eurostat, n.d.) were used.  

To form of data, I used GDP per capita in EUR units per inhabitant as a percentage 

of the EU average. I use the data on an annual basis to keep the form of the dataset.   

2.1.3 Disposable income per capita 

Disposable income is the amount of money that households have available for 

spending or saving after deduction of taxes and the other expenses like social and 

health insurance. It is an indicator, where I expected a positive correlation with 

education because higher education should mean better-paid job as mentioned in the 

theoretical part.   

I chose disposable income as another indicator sides to GDP that is showing us level 

people’s well-being in the given region. Disposable income is used in real terms, 

expressed in Euros per inhabitant. The data are collected by Eurostat annually for 

NUTS II regions, as in the example of GDP. Also, I was testing disposable income 

converted to its PPS form too. But, the results of regression analysis were not that clear 

and have lower significance, as in the example of GDP. 
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2.1.4 Density of population 

The density of population is the ratio of the annual average population of the NUTS 

II region expressed as the absolute value of the average people living in a square 

kilometre area (population/km2). This variable is gathered as many other by Eurostat 

(Eurostat, n.d.) per NUTS II regions. Population density is used in this research because 

of the heterogeneity of NUTS II regions. This heterogeneity is caused due to the size of 

NUTS II regions, they are quite big to comfortably aggregate all density levels that could 

be found within the regions because we can often find both rural and metropolitan 

areas in the NUTS II regions and both have the different output of an economy. We 

cannot estimate rural area to be as productive and attractive for that many types of 

workers and firms as a metropolitan area. So, it makes no sense to compare these 

regions without concerning mentioned differences. I used this density of population as 

an independent variable because of clearing the results of regression analysis and I 

suggest a positive correlation with all other variables mentioned above. The purpose 

of using the density of population as an independent variable is to quantify the level of 

urbanization and examine it with other mentioned variables, especially education.  

The idea is to examine whether there is a positive correlation between education 

and density of population and how strong this relationship is. Eventually, how strong 

is also the relationship of density of population with GDP and Disposable Income 

compared to educational attainment.  

2.1.5 Average temperature and coefficient of variation 

Last, I decided to add the average temperature and coefficient of variation of 

temperature. These two indicators were chosen as non-economic variables that should 

help with clearing the effects of other indicators on the results of regression analysis 

by adding non-economical characteristic of the region that is not changeable.  

Temperature data were collected with big difficulties because there is no accessible 

dataset of average monthly temperatures for NUTS II regions. Even Eurostat does not 

gather this kind of data. Therefore, I had to create the dataset of temperature's data by 

myself with the help of two websites. Most of the data were collected on the 

Weatherbase.com and if the data there were missing, I used another website 
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Infoclimat.fr to find the rest of the desired data. But these websites contain only data 

for cities, and they are not aggregated to regional’s data, hence I had to pick the biggest 

city in each of NUTS II region and use it to represent the weather data for the region. I 

used the biggest cities as the urban areas are producing a bigger share of regional GDP 

than rural areas. 

The data are in the form of degrees Celsius (°C) and they were collected as average 

monthly temperature for last years. From these data, I was able to calculate the average 

annual temperature and also the standard deviation of average monthly temperatures 

using an electronic spreadsheet program MS Excel. The average temperature was 

calculated using the “AVERAGE” formula on the temperature data of all months per 

each region.  The standard deviation of average monthly temperatures was calculated 

similarly, except that the “STDEV.S” formula was used. Both weather indicators are 

needed as there are big differences in the average temperates and even  the standard 

deviations across Europe and both indicators need to be considered in the context of 

its influence on regional development as it has a confirmed impact on society and the 

nature of the region, but it really depends on how much developed the region is. Many 

wide-ranging effects of higher temperature have been proved with reduction of 

economic growth in poor counties and reduction of growth rates (not just the level of 

output) in the foreground (Dell et al., 2012).  
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2.2 Methodology 

All collected data gave me a proper background to build up my analysis. But, before 

the analysis itself could be carried out, it was needed to straighten the data out to some 

usable format. All data must have been put in time series beginning in the year 2007 

and ending in 2017. This way I made a dataset with sequential timing of variable values 

for each NUTS II region and each year separately. This dataset was created using MS 

Excel and it was necessary to sort the data specifically to see all the indicators for each 

year and region in one row. In such a way, I could get the regression analysis of time 

series to work. 

Thus prepared dataset was ready to be analysed in Stata, which is software for 

statistics and data science. It is a very useful program due to its ability to perform 

regression analysis and other related tasks, such as Hausman Endogeneity Test. This 

test was also needed in my research to choose whether to interpret the random-effects 

model or fixed-effects model. Both of these models will be described later on. Stata 

works with input of the dataset in the form of a spreadsheet. The great advantage of 

using Stata is the simplicity of its coding commands. I needed only a few codes to 

perform the regression analysis, and the logic behind the code is quite easy to 

understand.  

With the help of Stata, I could create a panel data and use regression analysis to 

examine the dataset. Panel data are multidimensional data that involve an element of 

time (time measurement) for some unit (regions, individuals, firms, etc.). It combines 

cross-sectional and time-series data models. Thus, the panel data contain one or more 

indicators of some phenomena for certain time periods for some unit (Mishra, 2018). 

Regression analysis is a statistical method providing an examination of the relationship 

between some range of indicators and identifying which variables correlate with the 

subject of interest (Foley, 2018). In this way, we can quantify the relationship between 

the indicators, then determine if there is any correlation and understand how strong 

the relationship is. Asides from that, we also get and the probability of existing 

relationship and therefore we know how much we can trust these calculations.  
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The regression analysis works by picking up the dependent variable, such as 

educational attainment for example. The dependent variable is some indicator that we 

are about to predict and which we are trying to understand. Together with this one 

dependent variable, we must pick one or more independent variables such as 

disposable income, the density of population, average temperature and others. The 

relationship of this variable is investigated by examining how these independent 

variables influence the dependent variable.  In this hypothetical example, I gave above 

we would examine the impact of all independent variables (disposable income, the 

density of population, the average temperature, etc.) on educational attainment.  

 

Figure 4: Chart of regression analysis (source: surveygizmo.com, 2018) 

Figure 4 is a graphical visualization showing an example of data plotting. For better 

understanding, we can imagine one dependent variable that should be plotted on axis 

Y and one independent variable on axis X. For example, let educational attainment 

become a dependent variable and disposable income an independent variable. In other 

words, when we plot the data such as in Figure 4, we get the number of observations 

represented as blue points, where each point shows data for one specific year. These 

blue points are showing levels of educational attainment and disposable income for the 

given year. The yellow line (regression line) is showing us the trend and it is also the 

first explanation of the relationship between the dependent and the independent 
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variables (Foley, 2018; Gallo, 2015). This yellow line is a graphical visualization of the 

regression analysis output, that can be also expressed by the following formula:  

𝑌 = 𝑎 + 𝑏𝑋 + 𝑢 

This is just an example of a simple linear regression showing that if X (disposable 

income) increase, then Y (educational attainment) goes up by coefficient b. The letter 

u stands for the error term, which is considered because in reality there is nothing like 

a perfect prediction (we can never now all variables that influence the dependent 

variable). It is just a very modest explanation of simple regression, but it was needed 

for ongoing research and to understand three methods for regression analysis that I 

used: Pooled regression by OLS (ordinary least squares), Fixed Effects Estimation and 

Random Effects Estimation.  

2.2.1 Pooled-OLS 

This type of method is the most basic one from the used methods in this thesis and 

is suitable for analysing the panel data and the estimation of unknown parameters (β) 

in a linear regression model. Specific effects of individuals are neglected here. Even 

over the fact that we are analysing the panel data, each row of the dataset is treated as 

a separate observation so it neglects the fact that the data is a panel data. Specifically, 

it leaves out the multidimensional structure of panel data (time and unit element) and 

analyses just the influence of independent variables on the dependent variable. If the 

explanatory variables are exogenous, then OLS will be unbiased and consistent (Hsiao, 

1999; Mishra, 2018).  

The example of Polled OLS model’s formula suited for our model can be formulated 

like (Hsiao and Pesaran, 2004): 

𝑌𝑖𝑡 = 𝛽1 + 𝛽2𝑋𝑖𝑡2 + … + 𝛽𝑘𝑋𝑖𝑡𝑘 + 𝑢𝑖𝑡  

Where Y stands for the dependent variable and X stands for the independent 

variables. The subscript i indicates the region in our example and the second subscript 

t indicates the year of observation. The Greek letter β stands for the unknown 

parameters as mentioned above and u is an error term. 
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2.2.2 Fixed Effects Estimation 

The Fixed Effect Model works more sophisticated than Pooled OLS Model because 

it estimates the relationship between the dependent and independent variables within 

the groups (which consist of individual variables) for all reference years per 

individuals, such as the region in the example of this research. Each of these observed 

groups has its own individual characteristics that should have an impact on the 

outcome (Torres-Reyna, 2007). But, the fixed-effects model is a statistical method 

where variables that are constant across individuals like age, sex etc. are treated like 

fixed or non-random (Allison, 2009). Therefore, it is not suitable for estimating the 

effects of variables that do not change over time because the result of such variables is 

omitted (this behaviour of fixed effect model will be seen in the following regression 

tables). Also, it’s not useable for estimating the effects of the average annual 

temperature of the regions and also the standard deviation of the average monthly 

temperature of the regions (these indicators were calculated from the aggregated data 

of many years and therefore their values are not changing over time - they are time 

invariate and this model considers their influence as equal to zero).  

Inability to estimate the effects of temperature data is quite a disadvantage 

compared to Pooled OLS, where we can estimate these effects comfortably. On the 

other hand, the big advantage of this model in comparison with Pooled OLS is that it 

takes the regions and estimates effects in the context of these regions, so it should 

include more the characteristics of individual regions. And it is needed to mention that 

in comparison to the random-effects model (which is perceived as a contrast to the 

fixed-effects model) there is another disadvantage: in many cases, estimates may have 

larger standard errors causing bigger p values (Allison, 2009).  

The equation for the fixed effects model looks like (Econometrics Academy, n.d.):  

𝑌𝑖𝑡 = 𝛼𝑖 + 𝛽1𝑋𝑖𝑡 + 𝑢𝑖𝑡  

Where Y is the dependent variable for the entity i and time t, α is the unknown 

entity-specific intercept for each observed sample. Greek letter β represents the 

coefficient for each independent variable X. And u stands for the error term. 
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2.2.3 Random Effects Estimation: 

The Random Effects Estimation model works like a contrast to the fixed-effects 

model as it threads all the variables as random variables (Ramsey and Schafer, 2012). 

This method of regression analysis is able to cover also the differences across observed 

groups (Torres-Reyna, 2007) and therefore I believe that this method is more suitable 

for this research because I assume the nature of regions (their characteristics) have an 

effect on our dependent variable (either it is education, disposable income or GDP). So, 

this model covers the effects of within-entity and also between-entity in comparison 

with Fixed-effects model that is able to estimates effects only within the entity. I am 

trying to partially cover this nature of region using temperature data (because the 

temperature itself, as non-economic factor have an effect on the economy outcome 

(Dell et al., 2012)) which I could not examine using Fixed-effects model due to its form 

as time-invariant variables. The big advantage of Random-effects model is the fact that 

I can examine these time-invariant variables.  

The standard equation of the Random-Effects model looks like (Econometrics 

Academy, n.d.): 

𝑌𝑖𝑡 = 𝛽𝑋𝑖𝑡 + 𝛼𝑟 + 𝑢𝑖𝑡 + 𝜀𝑖𝑡 

Where Y is an output of the equation is the dependent variable for the entity i and 

time t. Greek letter α is the unknown entity-specific intercept for each observed sample 

and β represents the coefficient (unknown vector) for each independent variable X for 

each entity i and time t. The error terms are more complicated here than in the fixed-

effects model because it has two types of them. It has an error term 𝑢𝑖𝑡 that stands for 

the between-entity error term and error term 𝜀𝑖𝑡that specifies the within-entity error.  
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2.3 The relationship between education and disposable income per 

capita in European regions NUTS II 

In this part, I am about to examine the relationship between educational attainment 

and disposable income. But, also the effects of other independent variables such as the 

density of population, average temperature and standard deviation of temperature on 

both of these mentioned variables will be examined. The first panel data regression 

was run in two variations of methods for panel data regression analysis: fixed-effects 

model and the random-effects model, which are most commonly used for this kind of 

research. Pooled-OLS model had not been included in analysis yet, because I am about 

to examine the changes in time and cover the regional differences. Mentioned models 

were used in the following forms of linear regression: 

Fixed effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 =  𝛼𝑟 + 𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡𝛽 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡  

Random effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 = 𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡𝛽 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

Where: 

Edu - Share of people with higher education in NUTS II region r in year t 

Density - The number of persons per km2 in a NUTS II region r in year t 

Income - Average disposable income per capita in a NUTS II region in year t 

AvTemp - Average temperature in the NUTS II region r 

SDTemp - Standard deviation of average monthly temperature in the NUTS II 

region r 

αr  - Region-specific intercept 

uti, eit  - Region-specific error terms 

β  - slope of the independent variable 

These models were run in Stata and the results could be seen below in Table 1: 

Education Panel data 2007 - 2017.  
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Table 1: Education Panel data 2007 - 2017 

  Ln of Education Ln of Education Ln of Education 

  
Fixed 

Effects 
  

Random 

effects 
  

Fixed 

Effects 
  

Random 

effects 
  

Fixed 

Effects 
  

Random 

effects 
  

                          

Ln of Income  

(per capita) 

0.4300 *** 0.3488 ***         0.4223 *** 0.3371 *** 

(0.2842)   (0.2280)           (0.2844)   (0.0228)   

                          

Ln of density 
        1.1493 *** 0.7576 *** 0.1098 *** 0.0544   

        (0.0344)   (0.1396)   (0.0328)   (0.0135)   

                          

Average 

temperature 

omitted   -0.0559 *** omitted   -0.4779 *** omitted   -0.0331 *** 

    (0.0058)       (0.0058)       (0.1469)   

                          

SD of 

Temperature 

omitted   -0.5588 *** omitted   -0.1047 *** omitted   -0.3987 ** 

    (0.0144)       (0.1456)       (0.1469)   

                          

Intercept 
-0.8729 *** 0.6513 * 2.4673   4.0483   -1.3574 *** 0.3801   

(0.2709)   (0.2863)   (0.1751)   (0.1621)   (0.3066)   (0.2927)   

Nr of 

observations 
2 302   2 302   2 302   2 302   2 302   2 302   

Nr of groups 275   275   275   275   275   275   

F-stat (p-value) 70.39       77.08       68.20       
  (0.00)       (0.00)       (0.00)       
R2 within 0.1016   0.1016   0.0092   0.0092   0.1065   0.1058   

R2 between 0.2371   0.3417   0.1072   0.3294   0.2733   0.3658   

R2 overall 0.2377   0.3328   0.0871   0.3078   0.2580   0.3478   

Rho 0.8928   0.8692   0.8991   0.8631   0.8972   0.8652   

                          

Hausman Test: 

Chi-square (p-

value) 

    22.95       5.46       30.17   

    (0.00)       (0.02)       (0.00)   

Wald Test: Chi-

square (p-value) 

    357.52       148.28       379.38   

    (0.00)       (0.00)       (0.00)   

robust errors in parentheses                       

* p<0.1  **p<0.01 ***p<0.001                   

(note: Hausman tests run on standard, non-robust fe and re models)           

 
In Table 1, there are six columns with calculated regression in each of those. The 

results can be seen for the natural logarithm of Educational attainment as the 

dependent variable and natural logarithm of disposable income, the density of 

population, average temperature and standard deviation of the average monthly 

temperature as the independent variables.  
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The most important (as it covers all selected variables) results could be seen in the 

last two columns for both fixed-effects and random-effects models. These columns will 

be described first. Another four columns are tested with the omission of some of the 

independent variable and their purpose is to get some further information about the 

behaviour of these variables. They will be described when needed (if some interesting 

result appears). 

All regression analysis in Table 1 were made from 2302 observations divided into 

275 groups. To choose which model should be interpreted as most appropriate, I used 

the Hausman Test for Endogeneity, which showed p-value = 0,00. This value, which is 

less than 0,05 means the rejection of the null hypothesis and recommends the fixed-

effects model to be described.  

The results of the Fixed-effects model showed highly significant effects when F-

stat’s p-value is equal to 0,00. The regression showed that 26 % of educational 

attainment is explained by all examined independent variables (R2 = 0,2580). Other 74 

% stays unexplained. The main outcome of this model is that when the disposable 

income will double, we estimate an increase in education attainment by 42 %, ceteris 

paribus. For example, if we take the hypothetic region with the average disposable 

income of 10,000 EUR and educational attainment 30 % and if the disposable income 

would double the educational attainment will increase by 42% to 42,6 % (30 · 1,42  = 

42,6). This result is shown by values of slope β for Ln of the disposable income. This 

relationship is highly significant as the p-value is less than 0,001 (this relationship 

exists with the possibility of 99,9 %).  

The estimation for the density of population is also highly significant (99,9% 

possibility of existing relationship) and has a strong positive correlation shown by the 

value of slope β = 0,1098. It shows that an increase in the density of population by 100 

% should cause an increase in the education attainment by 11 %. Because the 

Hausmann test rejects the null hypothesis and I should interpret the fixed-effects 

model there are no results for the average temperature and standard deviation of 

average monthly temperature. Results of both of these variables were omitted, as there 

is no change in the time and fixed-effects can’t calculate with them due to it. But when 

we use the results of the Random-effects model we can see the really high significance 
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for the average temperature and the strong negative correlation with the educational 

attainment. The similar results show the standard deviation of the average monthly 

temperature but with lower significance but much stronger correlation. These results 

show that higher temperature and higher standard deviations have a negative impact 

on educational attainment.  

In the first two columns, I run the regression when the effect of density of 

population is omitted. The formulas for these two columns look like:  

Fixed effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 =  𝛼𝑟 + 𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Random effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 = 𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

The Hausmann test for this model shows that the fixed-effects model is more 

suitable (p-value < 0,05) than the random-effects model. The regression shows that 

the R2 has declined to 23,77 value, which means that almost 24 % of education 

attainment is explained by examined independent variables. But the effects of the 

disposable income on educational attainment increase to exactly 43 % in educational 

attainment when the disposable income increase to its double.  

I decided to examine also the effect of sole density of population on educational 

attainment. This can be seen in the third and fourth column. The formulas for this 

relationship are:  

Fixed effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 =  𝛼𝑟 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Random effects: 

𝐿𝑛𝐸𝑑𝑢𝑟𝑡 = 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

The results of this model show that again the fixed-effects model should be 

described as a more appropriate one. This model is also highly significant and shows a 

highly positive correlation between the density of population and educational 

attainment. The interesting fact is, that the intensity of this variable increase incredibly. 

In the first described model the slope β was equal to just 0.1098 and now it goes up to 
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1.1493 and again with 99,9 % possibility of the existing relationship. This means that 

the effect increased 10 times when omitting the effect of the other independent 

variables. This is likely to be due to intercorrelation between disposable income and 

density of population. This intercorrelation is, however, not strong enough to cause a 

major multicollinearity issue. The result should be read as that the third model is 

showing the effect of density controlled for disposable income or vice versa. Also, as 

we omitted other independent variables the R2 has dropped down to just 9 % and 

letting other 91 % of the relationship unexplained, which make sense when omitting 

the effects of disposable income.  

In Table 2: Disposable income Panel data 2007-2017 I made similar regression 

analysis with the addition of Pooled OLS model and I also moved the natural logarithm 

of education to a place of the independent variable and moved natural logarithm of 

disposable income on the place of the dependent variable. Furthermore, this model was 

made to examine the relationship from the other side and to see the differences. In this 

table below we can see regression run on three models: Pooled OLS, Fixed-effects, 

Random-effects. Let’s again start with the right side of Table 2, specifically the last 

three columns which covers all examined variables. The formula for each model looks 

like: 

Pooled-OLS: 

𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡 =  𝛼 + 𝐿𝑛𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡  

Fixed-effects: 

𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡 =  𝛼𝑟 + 𝐿𝑛𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡  

Random-effects: 

𝐿𝑛𝐼𝑛𝑐𝑜𝑚𝑒𝑟𝑡 = 𝐿𝑛𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐿𝑛𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

Hausmann test shows the Fixed-effects is more appropriate to be described. The 

overall significance of the model is high as well as the relationship between disposable 

income and educational attainment. The results show that when educational 

attainment double the disposable income grow by 23 % which more than less fits the 

previous results, but the equation cannot be reversed due to strong regional-specific 

intercepts. R2 results also did not change much, just dropped approximately by 1%.   
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Table 2: Disposable income Panel data 2007-2017 

  LnIncome   LnIncome   

  
Pooled 

OLS 
  

Fixed 

Effects 
  

Random 

effects 
  

Pooled 

OLS 
  

Fixed 

Effects 
  

Random 

effects 
  

                          

LnEducation 
0.4476 *** 0.2362 *** 0.2436 *** 0.4167 *** 0.2325 *** 0.2392 *** 

(0.0288)   (0.1561)   (0.0154)   (0.2923)   (0.1566)   (0.0154)   

                          

LnDensity 
            0.0425 *** 0.0589 * 0.0500 ** 

            (0.0081)   (0.0244)   (0.0167)   

            
              

Average 

temperature 

-0.3111 *** omitted   -0.0324 *** -0.0322 *** omitted   -0.0317 *** 

(0.0033)       (0.0088)   (0.0032)       (0.0088)   

                          

SD of 

Temperature 

-0.1431 *** omitted   -0.1825 *** -0.1323 *** omitted   -0.1661 *** 

(0.0079)       (0.0207)   (0.0082)       (0.0214)   

                          

Intercept 9.3312 *** 8.7703 *** 10.2273 *** 9.1575 *** 8.4827 *** 9.8761 *** 

  (0.1465)   (0.0504)   (0.1996)   (0.1495)   (0.1293)   (0.2312)   

Nr of 

observations 
2 302   2 302   2 302   2 302   2 302   2 302   

Nr of groups     275   275       275   275   

F-stat (p-value) 
381.58   282.94       296.24   274.22       

(0.00)   (0.00)       (0.00)   (0.00)       

R2 within     0.1016   0.1016       0.1041   0.1041   

R2 between     0.2371   0.3249       0.2343   0.3320   

R2 overall     0.2377   0.3125   0.3403   0.2454   0.3238   

Rho     0.9743   10.2273       0.9730   0.9665   

                          

Hausman Test: Chi-square (p-value)   8.24           6.34   

          (0.00)           (0.04)   

Breusch-Pagan LM test       736.90           787.79   

          (0.00)           (0.00)   

Wald Test: Chi-square (p-value)   361.00           371.23   

          (0.00)           (0.00)   

robust errors in parentheses                     

* p<0.1  **p<0.01 ***p<0.001                   

(note: Hausman and BPLM tests run on standard, non-robust fe and re models)       

    

As well as within the previous model I am not able to describe the effects of the 

temperature as they are omitted in the Fixed-effects model. But unlike in Table 1, here 

I can use Pooled-OLS model which shows almost the same results as Random-effects 

for the temperature data, which supports the results. It shows us that both average 



 

45 

 

temperature and standard deviation of the average monthly temperature have a strong 

negative effect on disposable income, but not that strong as on educational attainment.  

Since the Pooled-OLS model has now been used, we can also describe what does 

that mean in the context of other models. We can see, that when we do not include the 

effects within and between regions, the R2 increase to 0,3403 while having still the very 

significant model. Also, the effects of education and the density of population are still 

significant, but the effect of educational attainment is much stronger now with the 

slope β = 0,4167 which is almost double than the values in Fixed-effects or Random-

effects models. Considering the differences between the models, I can state that 

educational attainment has a very significant and strong effect on disposable income. 

But, the effect of education has not been that strong in the examined period as it should 

be (according to the difference between estimations of Pooled-OLS and Fixed-effects 

models described above in the methodology part). It probably could be caused by the 

post-recession period after the big financial crisis in 2008 when the recovery of regions 

was not only led by technological progress or high-education requiring positions.  

Possibly, the increment of the disposable income was caused by other unknown 

variables that were not examined here. However, the regions with higher educational 

attainment still grew better, just not that much as estimated.  

Aggregating the results of both tables, I can state that there is a strong positive 

correlation between disposable income and educational attainment. But we can’t 

define the direction of causality, whether educational attainment affects disposable 

income or vice versa. The relationships probably exist in both directions because the 

higher educated person could get a better job and likewise, a person with higher 

disposable income than the average can spend more money on education. On the other 

hand, there is quite a lot of unknown (because the R2 is just about 24-34 % for 

described models) for the third variable such as race or average age. I missed those 

variables, but it is at least a good opportunity for further studies. Also, we should keep 

in mind that investing in higher education is not an immediate solution and it takes 

some time to effects the regional economy, which also influences the results.   



 

46 

 

2.4 The relationship between education and GDP per capita  in 

European regions NUTS II 

In this part, I will use Stata again and same models of regression analysis as in the 

previous part to examine the relationship between GDP per capita, the density of 

population, average temperature and standard deviation of the temperature as 

independent variables on educational attainment as the dependent variable. In Table 

3: Education Panel data 2007-2017 is the first tested model. The most relevant results 

can be seen in the last two columns on the right side of the table. Formulas of this 

regression look like: 

Fixed effects: 

𝐸𝑑𝑢𝑟𝑡 =  𝛼𝑟 + 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐺𝐷𝑃𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Random effects: 

𝐸𝑑𝑢𝑟𝑡 = 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐺𝐷𝑃𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

Where: 

Edu - Share of people with higher education in NUTS II region r in year t 

Density - The number of persons per km2 in a NUTS II region r in year t 

GDP - Gross domestic product per capita in a NUTS II region in year t 

AvTemp - Average temperature in the NUTS II region r 

SDTemp - Standard deviation of average monthly temperature in the NUTS II 

region r 

αr  - Region-specific intercept 

uti, eit  - Region-specific error terms 

The results of this regression analysis are unfortunately not that clear as in the case 

of disposable income because the Hausmann model proposes the fixed-effects model 

to be more appropriate. But this model shows the low significance for the effect of GDP 

on education (p<0,1).   
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Table 3: Education Panel data 2007-2017 

  Education Education Education 

  
Fixed 

Effects 
  

Random 

effects 
  

Fixed 

Effects 
  

Random 

effects 
  

Fixed 

Effects 
  

Random 

effects 
  

                          

GDP (per capita) 
0.0035   0.0386 ***         0.0034   0.0383 *** 

(0.0084)   (0.0059)           (0.0084)   (0.0058)   

                          

Density of 

population 

        0.0001 ** 0.0002 *** 0.0001 ** 0.0002 *** 

        (0.0000)   (0.0000)   (0.0000)   (0.0000)   

                          

Average 

temperature 

omitted   -1.0410 *** omitted   -1.2423 *** omitted   -1.0389 *** 

    (0.1475)       (0.1530)       (0.1447)   

                          

SD of 

Temperature 

omitted   -2.8912 *** omitted   -3.4053 *** omitted   -2.8590 *** 

    (0.3500)       (0.3608)       (0.3435)   

                          

Intercept 
26.6942 *** 53.5510 *** 26.9774 *** 62.6126 *** 26.6407 *** 53.2665 *** 

(0.8271)   (3.3970)   (0.0625)   (3.2689)   (0.8259)   (3.3374)   

Nr of 

observations 
2 302   2 302   2 302   2 302   2 302   2 302   

Nr of groups 275   275   275   275   275   275   

F-stat (p-value) 67.00       91.27       65.69       
  (0.00)       (0.00)       (0.00)       
R2 within 0.0001   0.0001   0.0040   0.0040   0.0041   0.0021   

R2 between 0.3201   0.4070   0.1443   0.2896   0.3217   0.4167   

R2 overall 0.2976   0.3901   0.0721   0.2883   0.2380   0.3985   

Rho 0.9198   0.8671   0.9208   0.8810   0.9191   0.8625   

                          

Hausman Test: 

Chi-square (p-

value) 

    34.44       124.16       202.33   

    (0.00)       (0.00)       (0.00)   

Wald Test: Chi-

square (p-value) 

    174.73       130.14       194.49   

    (0.00)       (0.00)       (0.00)   

robust errors in parentheses                       

* p<0.1  **p<0.01 ***p<0.001                   

(note: Hausman tests run on standard, non-robust fe and re models)           

Because of these results, I won’t describe the effects as detailed as in the case of 

disposable income. From the results shown in Table 3, we know that there is a positive 

causality between GDP per capita and educational attainment (both models suggest 

this positive correlation, they only differ in the intensity of this correlation). The R2 of 

the fixed-effects model is 0,2380, which shows that 24% of educational attainment is 

explained by examined independent variables. The random-effect model provides 
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much higher R2 value explaining almost 40% of educational attainment. This shows us 

that the average temperature and standard deviation of the average monthly 

temperature play an important role in the explanation of educational attainment. In 

the rest of the table, I will not describe any results because there is no interesting result, 

besides already described facts.  

To get some better results, I decided to switch the dependent variable from 

education to GDP and put education into the model as an independent variable. Also, I 

decided to use Pooled-OLS model to get some further knowledge of the examined 

relationship. The outcome is shown in Table 4 and the last three columns on the right 

side will be described first. Formulas for these models look like:  

Pooled-OLS: 

𝐺𝐷𝑃𝑟𝑡 =  𝛼𝑟 + 𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Fixed-effects: 

𝐺𝐷𝑃𝑟𝑡 =  𝛼𝑟 + 𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Random-effects: 

𝐺𝐷𝑃𝑟𝑡 = 𝐸𝑑𝑢𝑟𝑡𝛽 + 𝐷𝑒𝑛𝑠𝑖𝑡𝑦𝑟𝑡𝛽 + 𝐴𝑣𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + 𝑆𝐷𝑇𝑒𝑚𝑝𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

Hausmann again suggests using the fixed-effects model as it is more appropriate. 

But, the significance of the education’s effect on GDP did not get better and in addition, 

the significance of the whole model is low as the p-value of F-stat is 0,9028. However, 

the model is at least proving the positive correlation between these variables. The 

interesting fact is that the R2 value increased. Which means that education explains 

more of GDP than vice versa.  

The results of Pooled-OLS are much more useful as all of the effects are very 

significant. The probability that the relationship exists is more than 99,9% (P-value for 

all independent variables is lower than 0,001). The R2 value is also much higher as it 

also includes the effects of temperature and therefore, I will describe this model as it is 

the most informative and stable. The effect of education on GDP is shown as positive 

and very strong. If educational attainment increases by 1%, then GDP per capita grows 

by 2,5% (because both of variables are expressed as a percentage).   
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Table 4: GDP per capita Panel data 2007-2017 

  GDP per capita   GDP per capita   

  
Pooled 

OLS 
  

Fixed 

Effects 
  

Random 

effects 
  

Pooled 

OLS 
  

Fixed 

Effects 
  

Random 

effects 
  

                          

Education 
3.1089 *** 0.0247   0.1500 * 2.4586 *** 0.0241   0.1119 * 

(0.0996)   (0.0589)   (0.0593)   (0.1175)   (0.0590)   (0.0594)   

                          

Density of 

population 

            0.0045 *** 0.0000   0.0001   

            (0.0005)   (0.0001)   (0.0001)   

                          

Average 

temperature 

            -2.7852 *** omitted   -5.1515 *** 

            (0.3326)       (0.9337)   

                          

SD of 

Temperature 

            -3.2772 *** omitted   -13.9437 *** 

            (0.8130)       (2.2038)   

                          

Intercept 
14.3392 *** 97.7375 *** 93.2175 *** 80.5251 *** 97.7444 *** 236.9565 *** 

(2.8697)   (1.5993)   (3.3897)   (9.6174)   (1.6002)   (20.2220)   

Nr of 

observations 
2 302   2 302   2 302   2 302   2 302   2 302   

Nr of groups   275   275       275   275   

F-stat (p-value) 974.67   0.18       291.40   0.10       
  (0.0000)   (0.6743)       (0.0000)   (0.9028)       
R2 within     0.0001   0.0001       0.0001   0.0001   

R2 between   0.3201   0.3201       0.3423   0.1498   

R2 overall 0.2976   0.2976   0.2976   0.3366   0.3132   0.1605   

Rho                 0.9836   0.9746   

                          

Hausman Test: Chi-square (p-value)   332.14           204.73   

          (0.00)           (0.00)   

Breusch-Pagan LM test     2029.82           8139.77   

          (0.00)           (0.00)   

Wald Test: Chi-square (p-value)   6.41           59.59   

          (0.01)           (0.00)   

robust errors in parentheses                   

* p<0.1  **p<0.01 ***p<0.001                   

(note: Hausman and BPLM tests run on standard, non-robust fe and re models)       
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The effects of temperature are also interesting here because we got very significant 

results for both variables. And both variables influence the GDP very strongly. As for 

income, even here the correlation is negative, and the effects are even stronger than 

the effect of education. 

Let’s now focus on the left side of the table, there are models when omitting the 

effects of all other independent variables except education. Formulas for this 

regressions looks very simple here:  

Pooled-OLS: 

𝐺𝐷𝑃𝑟𝑡 =  𝛼𝑟 + 𝐸𝑑𝑢𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Fixed-effects: 

𝐺𝐷𝑃𝑟𝑡 =  𝛼𝑟 + 𝐸𝑑𝑢𝑟𝑡𝛽 + 𝑢𝑖𝑡 

Random-effects: 

𝐺𝐷𝑃𝑟𝑡 = 𝐸𝑑𝑢𝑟𝑡𝛽 + (𝛼𝑟 + 𝑒𝑖𝑡) 

 

I will continue here with describing Pooled-PLS model as it was described also 

above, and it is providing the highest significance. Because of omitting other 

independent variables, the R2 values decreased but the effect of the education on the 

GDP increased. Here, we can also nicely see that the effects are much stronger when 

ignoring time factor (Pooled OLS is showing much stronger correlation than other two 

models), which is pointing at non-nature behaviour of GDP increment in the examined 

time period (the increment were not probably caused as much by educational 

attainment as it should). The interpretation of this model is that if we increase 

educational attainment by 1%, then GDP per capita increases, ceteris paribus by 3,1% 

(for Pooled-OLS model). 

From all of the outcomes that were provided in tables 3 and 4, I can state that there 

is a positive correlation between education and GDP. But again, I can’t say the direction 

of the causality. We can only estimate that the causality works on both sides, but it is 

much stronger in the direction from education to GDP. For some reasons, the fixed-

effects and random-effects model very not much very useable here, but I was not able 
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to discover the reason. I estimate that it was caused probably by the examined time 

period, for the same reasons as in the previous case when I was testing disposable 

income. The effects of rising economies in Europe after the recession were stronger 

than in the case of income and therefore, I could only use Pooled-OLS model to get some 

significant results. It’s much more significant here, that education is a long-term 

investment that pays much later for GDP than for disposable income.  
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2.5 Return of Education 

The purpose of this part is to examine if it pays off for students to spend their time 

and money for university education. This issue is affected by many variables. For 

example, it is needed to discuss what is the motivation for the people to get higher 

education and what drives and motivates them to continue with schooling and getting 

higher degrees. There is something like common knowledge about which everyone has 

heard from someone during their childhood, that studying, and school is essential for 

us if we want to succeed. We are convinced, that if we will be hard-working students 

and get good marks then we will become successful, respected and get a high-paid job, 

just like that. Simply, the idea is that good marks are key to become whoever we want, 

at least here in the Czech Republic it is a common attitude. There are many questions 

on this topic that needs to be answered and discussed for better understanding the 

importance of education, i.e., “What is the link between education and future 

earnings?”, “Does studying really pays off ?” or “Do you really need a degree?” etc. To 

challenge this idea and to find the answers I tried to discover how strong is the link 

between education and future earnings and whether the studying really pays off.  

What is the link between education and future earning? 

According to the article by Patrick Gleeson, PhD the link between education and 

earnings is more than clear. He claims that the more education you have, the more 

money you will make in the future (Gleeson, 2018). Gleeson bases his opinion mainly 

on the article Education and Lifetime Earnings in the United States (Tamborini et al., 

2015). In this article, Tamborini, Kim and Sakamoto found out that the lifetime earning 

a gap in the United States between high school graduates and college graduates is 

around $1,130,000 for men and $792,000 for women on average. So, as can been seen 

there is some correlation between the level of education and earnings, but for better 

understanding, it has to be investigated much deeper. 
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Does studying really pay off? 

When we take a closer look at cost of a college education at very top-tier US 

universities, which is calculated including fees and living expenses,  students costs go 

up to around $50,000 per year (The College Board, 2019). In comparison with the 

average lifetime earning a gap, it seems like a really good investment, because the cost 

of university studies returns to students throughout their lives in multiple higher 

income. The return of investment into higher education looks just amazing even when 

the average lifetime gap calculated for average graduates as compared to the cost 

calculated for the top-tier universities. According to The College Board statistics, the 

costs for the average university drop down to half of that cost.  This statement is 

supported by another report published by HSBC Holdings PLC. According to this 

report, the average amount of money that is spent by students during their studies is 

$99,417 (HSBC Bank USA, 2018). But that amount of money is not calculated the same 

way as the one from The College Board. The HSBC Bank’s list of items covers all the 

student’s expenses. The biggest items on the list are of course tuition fees and 

accommodation, which together make about half of the total amount. These two 

biggest items bring us near to the number given by The College Board. Now, we can be 

pretty confident, how high is the cost of education for US students. The difference 

between the reports is that the one published by HSBC Bank includes also other living 

expenses like food and groceries, entertainment credit cards, transport and others non-

study relating items, which drive up the costs much higher. However, even if you would 

study the top-tier university and then you would get a salary of the average college 

graduates, it still pays off. But these numbers are just for universities in the United 

States. To found out what is the situation in the rest of the world and mainly in the 

European Union, I made a simple analysis of the return of investment in education.  
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Do you really need a degree? 

My analysis is based on the article “Why you REALLY need a degree” written by Ing. 

Martin Lukavec, PhD. in 2017. I updated the charts from his article with the fresh data 

that I got from Organisation for Economic Cooperation and Development (OECD) to 

show the size of the pay gap between holders of tertiary education over secondary or 

lower education. Figure 5 shows us, how much more holders of bachelor’s degree earn 

in comparison with the workers with secondary or lower education.  

 

Figure 5: How much more you earn if you have a bachelor’s degree  

(source: OECD, 2018) 

I constructed this chart using the data from OECD’s Education at Glance 2018 

(OECD, 2018), which is using data from 2016. The OECD average gap, highlighted in 

the chart, is 66,47 %, which is a really stunning number.  It means that getting a higher 

education will give you 66,47 % higher earnings on average across the OECD countries. 

But what is even more interesting, and staggering are the differences between OECD 

counties. The biggest earning gap can be found in Chile, where the size of the pay gap 

is astonishing 196 %, which is three times bigger gap than the OECD average. Mexico 
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is not far behind with a size of the pay gap of 133 %. But they are not alone on this side 

of the list, there are other countries where the earning gap does not differ much from 

them: Hungary (96 %), the United States (95 %), Portuguese (95 %), etc. In these all 

mentioned countries, it really pays off to get a bachelor’s degree as you have a high 

probability to get a much higher salary than workers without a college degree. On the 

other side of the chart, there are countries like Sweden (23 %), Austria (25 %), Finland 

(26 %) or Denmark (31 %). For these countries, you really have to think thoroughly 

before investing in education as the difference between salaries of college degree 

holders and workers without higher education is not that high. It really needs to be 

mentioned that the dispersion of income gaps is truly staggering, and it says to us that 

it really depends, where you live.  

As we compared the salaries of bachelor’s degree holders to workers with 

secondary education or lower, it is logical to compare also master’s degree holders to 

workers with no college education and see the difference between impacts of each level 

of the higher education on the salary. For this purpose, I made another chart. Figure 6 

shows the same earning gaps as shown in Figure 5, but for master’s degree holders. 

 

Figure 6: How much more you earn if you have a master’s degree  

(source: OECD, 2018) 
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We can see that differences are logically higher than in Figure 5 with the bachelor’s 

degree workers as the workers with the master’s degree are more educated and can be 

assumed that they are capable of handling more complicated tasks. However, although 

the earning gaps of countries look similar as in Figure 5, mainly because the countries 

keep the trend, it is even more staggering when we look at for example Chile. We can 

see, that the earning gap increased from 196 % to unbelievable 403 %, which is more 

than twice that high as it is for bachelor’s degree holders. Mexico changed similarly 

from 132 % to almost double 244 %. Generally, the difference in most of the countries 

is almost doubled, even in the countries with the lowest gap like Estonia (51 %) or 

Sweden (53 %). OECD average pay gap is 112,6 %, which gives the worker with a 

master’s degree additional potential earning of 46,1 % on the worker with just 

bachelor’s degree.  

As the numbers for Chile and Mexico are almost unbelievable, there is a need to find 

an explanation. The unreal earning gaps in Chile and Mexico could mostly be influenced 

by the status of their educational system, which is not able to provide its counties with 

educated labour supply. There are just not as many university graduates to cover the 

demand of the labour market. Figure 7 shows a regression model with R2 

(determination coefficient) equal to 0,4238, meaning that 42.38% of the variability of 

the dependent variable was included. This means that the model shows a strong 

regression and can be described. 
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Figure 7: Pay gap between education levels (source: OECD, 2018) 

The figure explains the relationship between the share of employees with tertiary 

education on the vertical axis and the difference between salaries of tertiary and 

secondary education workers on the horizontal axis. The regression model tells that a 

higher share of employees with higher education the smaller the pay gap between the 

levels of education. The regression models also show that the economy of countries 

above the regression line such as Belgium, the United States or the United Kingdom 

does need much more educated workforce than the economy of countries that are 

under the regression line like Chile and Mexico, and even the Czech Republic does not 

need that much-educated workforce. 
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Figure 8: Percentage of adults earning more than the median (source: OECD, 2018) 

In Figure 8: Percentage of adults earning more than the median (source: OECD, 

2018), we can see the percentage of adults earning more than the median in each of 

the selected countries measured by OECD divided by educational attainment. It 

supports, even more, the idea that education influences future income. It shows, that 

the higher level of education means a higher share of people earning more than the 

median in the given country. Also, as we can see all of the selected countries follow the 

trend and not even one differs. So, the answer to the question whether you need a 

degree or not is more about where you live, because the earning gap significantly 

differs across the countries. 

Does it matter which university do you study? 

In addition to the location that we discussed above, there is another view that we 

must discuss in greater depth. It is crucial to focus on the fields of study that people 

choose. The most suitable tool that can be used to look deeper into this issue is the 

return of investment (ROI) of each university, which should show if there is some 

return from higher education and also whether the field of study is important in any 

way.  

According to PayScale's 2018 report, which is comparing average earnings of 

graduates to the cost of degree (net of financial aid), some of the American universities 
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have annual ROI 19 % which is just a dream invest compared to average annual returns 

for the S&P 500. Looking into S&P 500’s annual returns the average ROI from 1957 to 

2018 is 7,96 % (Maverick, 2019). This finding makes the investment into education 

more than twice as profitable as investing in the biggest American companies listed on 

stock exchanges. 

From the above-mentioned report, we can proclaim that college is usually worth it, 

and by studying it you will get a pretty nice annual ROI. But there are also universities, 

where you can get negative annual ROI of even -16%, which is a huge difference 

showing that it really matters, where you study.  

There are not many universities that get you to negative annual ROI. But most of 

those who do, have mostly supper high costs for studying (tuition fees). In 2015 The 

Economist took this report of PayScale and in Figure 9: Average annual return on a 

degree (source: The Economist, 2015) is shown that it really depends on the field of 

study more than on the specific university. 
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Figure 9: Average annual return on a degree (source: The Economist, 2015) 

In this figure, we can see that all universities were divided into two groups based 

on the field of study: orange - Engineering/computer science/math field and blue - 

Art/humanities field. It is pretty clear, that it does not much matter what university 

admission rate is as what is the main field of study of the university. The orange group 

of universities have on average 5 % higher 20-year average annual return on degree 

than the blue group.  

In a more detailed look, the best fields of study are engineering and computer 

science. They both have a 20-year annual return of 12% on average. Also, both business 

and economics degrees have a solid annual return of 8,7%. On the other hand, there 

are universities specialized mainly on art education that has negative 20-year net ROI. 

For example Maine College of Art with annual ROI -10,4 % and graduation rate of 57 % 

(PayScale, 2018). It means that slightly more than half of the students graduate from 

this university and then don’t even profit from it. 
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Conclusion 

The question of whether higher education pays off has been around for some years, 

but now when technologies go forward faster than ever before it’s becoming very 

crucial to research this issue. It should also be said that this issue is not only addressed 

by policy-makers but even by individuals who are dealing with it when choosing 

whether to study or not (or what to study). That is why I focused my research in both 

directions and focused on the impact of education on the regional economy and on 

individuals. These directions are also very closely linked insomuch as if people get a 

higher education, they tend to get a better-paid position, as I confirmed this statement 

in my theoretical and even practical part. And if people do good in their professional 

life, also the regional economic benefits from it (through regional multiplication). As 

manufacturing is still losing jobs, this issue is very actual but not medialized and 

researched much. Therefore, there is still a big gap in research of educational effects on 

regional development. Also, it’s sad to say that after my literature research I found out 

that most authors that are publishing in this field are from the United States and 

research of comparable quality is missing in the European context. Therefore, my 

literature research is based mainly on US authors. 

In the theoretical part, I tried to summarize my research. But very soon I found out 

that it is almost impossible to cover the area of study within range and sources 

provided by the Bachelor Thesis. So, I did my best to cover the most important parts 

and give a brief overview of the researched topic. Despite that,  I feel that some parts 

would need further explanation and there are many issues that I haven’t mentioned 

there. However, I do believe that the theoretical part is fulfilling its purpose and it's 

giving the reader a proper and brief insight into the research topic. I also believe that 

the theoretical part prepares the reader enough to fully understand the outcomes of 

the practical part and ensures him of the importance of this research. The theoretical 

part starts with the basics, the reader should get enough knowledge to be able to 

describe what is human capital and education, what are differences between these two 

and why education plays so important role in the regional development and personal 

life and through which channels it influences the productivity. In this part, I would like 

to give an insight into externalities of human capital and education as I tried to fit these 
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effects only to one paragraph and I do believe that education itself has many 

externalities that play a very important role in the development of the region and its 

inhabitants as individuals. I dedicated thorough description to the perception of 

education and its effects in our history, so the reader can get an idea of how the 

perception of today has been created. This perception made a long way since it had 

started with Adam Smith who came up with the idea of education influencing economic 

growth in his book Wealth of Nations (Smith, 2000). And since then, there are many 

interesting ideas that can be seen in many modifications to the production function. 

Another part describes the differences between the two main educational systems that 

differ mainly by funding. I discussed the differences there and gave an example of why 

it matters. But, even here I can’t state which of the system brings more benefits into the 

economy as much deeper insight would be necessary. I think it would be very 

interesting to investigate which types of schooling bring more benefits to the economy. 

Probably the most intensive part comes after this because I do think that 

understanding of manufacturing jobs is essential for ongoing research. It shows the 

importance of the research in this field because of the essentiality of education for the 

region. I gave an example of the decline in Detroit because I believe (and my knowledge 

comes mainly from Edward Glaeser’s work) that the decline in Detroit began because 

innovation has disappeared. And it is impossible to innovate without knowledge and 

education. Therefore, I summarized what is happening around the decline in the 

manufacturing sector, where it is still happening and provided the reader with the 

reasons and implications of job losses. I ended my theoretical part with a section 

covering local employment multiplier, this part was inspired by Enrico Moretti’s work. 

In this part, I described what is happening with the region when the new job is created 

through multiplication effects. When a new worker appears, more money is spread 

around the region and it allows creations of another job, mostly in the non-tradable 

sector.  

The purpose of my practical part was to quantify the effects of educational 

attainment on GDP and disposable income and also to cover the effects of the density 

of population, average temperature and standard deviation of the average monthly 

temperatures. I have to say that using three different models of regression analysis 
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(Pooled OLS, Fixed effects and Random effects models) were very useful as it brings 

more than just one point of view on the researched topic.  

Firstly, I examined the relationship between education and disposable income. I 

found out the very significant and strong positive correlation between these two 

variables. However, an interesting finding is that the effects of education on disposable 

income were just about half as strong as it should be in the time period from 2007 to 

2017. This result comes from differences between Fixed or Random effects models 

which includes the element of time into the regression and Pooled effects model which 

do not work with time in the regression analysis. Therefore, there is probably another 

important variable that plays an important role in this topic and which caused these 

lower effects during the examined time period. It could also be caused by the state of 

European economies after the financial crisis in 2008. How countries have been 

recovering from it than for example the output of manufacturing could help them to 

recover faster which lowered the effect of education. However, countries with higher 

educational attainment have still grown faster than others. But, as I have already 

mentioned with the description of this model, we can’t state in which direction the 

causality works. Even though I proved the correlation between educational attainment 

and disposable income,  I can only estimate that the causality works in both directions. 

I did also found out that there is a strong and significant correlation between the 

temperature of the region and educational attainment. The regions with higher 

temperature and a higher standard deviation of the temperature tend to have smaller 

educational attainment which shows that even geographic characteristics of the 

regions are important for the educational attainment and even for the disposable 

income. I am satisfied with the results of the regression analysis of this model as I got 

highly significant results and correlation between education and income has been 

proven.  

Secondly, I examined the relationship between educational attainment and GDP per 

capita. From Pooled OLS model I got very nice and significant results again. Which 

confirmed the correlation between education and GDP. Omitting the time element, the 

correlation is very strong: when educational attainment increases by 1%, then GDP 

increases by 2,5% (GDP per capita is measured as the percentage of EU average). But, 



 

64 

 

the results of fixed effects and random effects models were not that promising at all. 

Significance of these models is much lower and even strength of effects dropped. 

Henceforth I estimate that the effects of the post-recession era appeared here much 

stronger than in the example of the relationship between income and education. 

However, a positive correlation between education and GDP was still proved. But 

because of unknown effects, the relationship was much weaker than estimated in the 

examined period.  

Last part of my practical part discusses the return of education for individuals. I 

have already proved a positive correlation between education and income on the 

regional level, but my intention here was to investigate the effects of education for 

individuals. I was successful with my goal to find the link between education and future 

earnings. I proved in that part, that higher education the individual person has, the 

higher earnings he can expect. I also discussed and compared the pay-gaps in selected 

OECD countries and found out that there is a big difference between the biggest and 

smallest pay-gaps across OECD countries. For example, leading Chile has the pay-gap 

between the average salary of the master’s degree holder and the average salary of a 

worker with secondary or lower education 403 %. On the other side of the selected is 

Estonia with the pay-gap only 51 %. But we can find a bigger pay-gaps also in other 

countries in Europe. For example, in Hungary where is pay-gap equal to 158 %. This 

fact affirms, that there is low labour mobility across Europe. To get some further results 

I made a simple linear regression and found the link between the share of employees 

with tertiary education and the difference between salaries of tertiary and secondary 

education workers. The higher share of employees with tertiary education the smaller 

is the pay-gap. Additionally, I was able to state in which countries there is enough of 

the educated labour force and which countries would need more of it. The link between 

education and future earning proved even the share of adults earning more than the 

median across the OECD countries. Not only education level matters, but it also matters 

what field of study are people interested in. The biggest return of education we can find 

in fields like engineering, computer science and math. 

I was successful in fulfilling the purpose of my bachelor’s thesis. I confirmed the 

hypothesis that the higher share of people with tertiary education positively affects the 
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regional economy. More than that, I found out which fields of study have a stronger 

effect on future earnings and even on the local economy through local multiplier 

effects. However, I was nicely surprised by the outcome of the regression analysis and 

the whole practical part itself. The results are very interesting and come with other 

questions that would be interesting to solve if I would have more resources. It 

definitely overcame my expectations. I would be pleased to continue with this kind of 

research in the future.  

Even though, as regards to this topic, there are still more than enough questions to 

deal with beyond the bachelor thesis assignment. For example, I would like to discuss 

more side effects of education on the local economy and people living there. Or, 

research some longer time period effects. Which I was not able to examine because of 

the accessible data for NUTS II regions in Europe. I really enjoyed studying this topic 

and would be more than pleased to study this issue any further in future.  
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